EndoBRAIN-EYE and the SUN database: important steps forward for computer-aided polyp detection

Colonoscopy is a durable cancer screening and prevention strategy in the United States and worldwide. Over the past several years, there has been increased attention toward the development and study of artificial intelligence (AI)-based computer-aided detection (CADe) systems for colonoscopy to augment polyp detection by the endoscopist during screening and surveillance colonoscopy.

Over this period of time, there have been a wide variety of publications focused on training and validation of various computer vision systems intended to detect polyps in the colon. Early work used traditional machine-learning techniques with explicit feature extraction methods, validated on still image frames from colonoscopic video. The advent of deep learning—a subset of machine learning that involves the extraction of many feature layers and that harnesses neural networks that have been compared with the human nervous system to produce complicated predictive outputs—led to significant improvements in the diagnostic performance of CADe technology. At least 4 previous studies have described the development and validation of CADe systems for polyps in the colon based on deep learning. These systems showed a per-frame sensitivity of 90.0% to 97.3% and per-frame specificity of 63.3% to 95.4%, with a high area under the receiver operating characteristic curve. There have since been several trials examining these systems prospectively during live colonoscopy.

In this issue of Gastrointestinal Endoscopy, Misawa et al report training and validation data for a new CADe system. The authors developed the system using image data collected at 5 endoscopy centers across Japan. A total of 56,668 frames were extracted from 3106 colonoscopy cases and divided into training (51,899 images) and validation/tuning (4769 images) data. Data were annotated by 3 research assistants and 2 expert endoscopists. The algorithm was developed using YoloV3, a freely available and widely used object detection algorithm that consists of a deep convolutional neural network, which can be trained to detect any category of image. The resultant AI algorithm (EndoBRAIN-EYE) had a per-frame sensitivity of 90.5% (95% confidence interval [CI], 90.2%-90.7%), per-frame specificity of 93.7% (95% CI, 93.5%-93.8%) and a per-polyp sensitivity of 98% (95% CI, 93%-99.8%). The authors also reported per-frame and per-polyp measures on diminutive, protruding, and flat lesions.

As the authors point out, one obvious strength of the current study is that they were able to achieve modest improvements in performance with the EndoBRAIN-EYE compared with other similar deep learning algorithms. This was likely due to several factors, including an increase in the number of images in the training dataset (56,668 compared with 5545-8641 images in previous studies), the use of YoloV3, the use of an advanced object adaptive learning rate optimization algorithm (Adam), and the use of still images from colonoscopic videos, which may provide a more accurate representation of images/videos than still images captured by the endoscopist. To this last point, as the authors also describe, the use of stills captured by the physician may lead to a quality bias if used as the ground truth for algorithm development and cause the algorithm to underperform when tested on external data. The authors used many best practices in machine learning to develop and validate their new algorithm, including the use of an advanced object adaptive learning rate optimization algorithm, the use of still images of videos for their ground truth, and the use of a large database of outside images for their test set for external validation.

What is perhaps the most exciting aspect of this study, however, especially to clinicians who are less focused on the granular details of machine learning and AI algorithm development, is the creation of a public database of colonoscopic videos, which is available to use by request (http://sundatabase.org).
The Showa University and Nagoya University (SUN) database, contains 49,799 polyp frames (representing 100 randomly selected polyps) annotated with bounding boxes and 102,761 frames without polyps. Videos were recorded using high-definition colonoscopes. Images were annotated by 3 research assistants and then underwent several additional steps of expert adjudication for quality assurance.

The resultant database contains a diverse spread of polyp types (7 hyperplastic polyps, 4 sessile serrated lesions, 82 low-grade adenomas, 2 traditional serrated adenomas, 4 high-grade adenomas, and 1 invasive cancer). This database was created for the dual purposes of testing the EndoBrain-EYE CADe system and serving as a benchmark dataset for the direct comparison of CADe algorithms. Regarding the distribution of lesion-positive images in the database, although this is not the exact prevalence of these lesions in clinical practice, having a diverse variety of lesions emulates the real-world clinical setting, and most clinically important lesions are represented in the SUN database. One slight limitation in the resultant data is the paucity of flat lesions, such as sessile serrated adenomas and traditional serrated adenomas, which are a particularly important target for CADe systems given their subtle surface features and potential to be missed by the human eye.

The pace of study of computer vision applied to endoscopy in general and colonoscopy in particular is blistering, and as more data are published on the development, validation, and prospective testing of CADe systems, it will become increasingly important to compare these systems directly. As can be seen from the current study, the way that algorithms are developed, from the input data and ground truth, to data augmentation, to steps taken to avoid overfitting and optimistic estimates of performance, matters. As more algorithms reach the level of prospective study, premarket submission, and regulatory approval, we will need methods of direct comparison for quality assurance. One conventional method would be to compare CADe systems head to head in multi-arm, parallel, randomized clinical trials. However, given that most systems are built in a similar fashion, with somewhat similar input data and deep learning methods, and, more importantly, that each system has the potential for iterative improvement, such a method of comparison could quickly become impractical. An alternative method of comparison could quickly become impractical. An alternative method of comparison could quickly become impractical. An alternative method of comparison could quickly become impractical. An alternative method of comparison could quickly become impractical. An alternative method of comparison could quickly become impractical. An alternative method of comparison could quickly become impractical. An alternative method of comparison could quickly become impractical. An alternative method of comparison could quickly become impractical.

Although it does not appear to be the intention of the authors, creating publicly available data is also crucial to the development of future deep learning systems. Most CADe systems are built using private data sources, harvested and annotated from a single hospital system or network. As the AI revolution in clinical medicine and in GI endoscopy continues, it will be incredibly important to have high-quality input data to build new systems and improve existing ones. Several groups are already laying the groundwork for this from colonoscopic video to video capsule endoscopy.

In summary, Dr Misawa and colleagues have published a novel study in this issue of Gastrointestinal Endoscopy, summarizing the development and validation data of a new CADe system, the EndoBRAIN-EYE, designed to detect polyps in the colon during colonoscopy. They have also created an annotated database of images, the SUN database, designed to serve as a benchmark dataset for the direct comparison of CADe systems going forward. It is clear that the new CADe system described here, along with a benchmark dataset for future studies, represent equally important contributions to the AI revolution in GI endoscopy.
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